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ABSTRACT 

Social media platforms host hundreds of billions of 

items annually, many of which are co-owned by 

multiple users. Despite this, current policies allow 

only the uploader to set privacy settings, leading to 

significant risks due to conflicting privacy 

preferences among co-owners. For instance, a 

group photo might be shared publicly by one 

person, contrary to others' wishes for restricted 

access, resulting in unintended exposure of 

personal details. Such privacy breaches can cause 

personal distress, professional consequences, and 

security risks. To address this, social media 

platforms need collaborative privacy management 

systems that involve all co-owners in setting 

privacy levels, utilize conflict resolution strategies, 

and leverage technologies like machine learning to 

harmonize preferences. This approach is essential 

for creating a respectful and secure environment 

where users' privacy rights are protected. 

I. INTRODUCTION 

Hundreds of billions of items that are uploaded to 

Social Media are co- owned by multiple users , yet 

only the user that uploads the item is allowed to set 

its privacy settings (i.e., who can access the item). 

This is a massive and serious problem as users’ 

privacy preferences for coowned items usually 

conflict, so applying the preferences of only one 

party risks such items being shared with undesired 

recipients, which can lead to privacy violations 

with severe consequences (e.g., users losing their 

jobs, being cyberstalked, etc.) . Examples of items 

include photos that depict multiple people, 

comments that mention multiple users, events in 

which multiple users are invited, etc. Multi- party 

privacy management is, therefore, of crucial 

importance for users to appropriately preserve their 

privacy in Social Media. There is recent evidence 

that users very often negotiate collaboratively to 

achieve an agreement on privacy settings for co-

owned information in Social Media . In particular, 

users are known to be generally open to 

accommodate other users’ preferences, and they 

are willing to make some concessions to reach an 

agreement depending on the specific situation . 

However, current Social Media privacy controls 

solve this kind of situations by only applying the 

sharing preferences of _ Jose M. Such is with 
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uploads the item, so users are forced to negotiate 

manually using other means such as e-mail, SMSs, 

phone calls, etc. — e.g., Alice and Bob may 

exchange some e-mails to discuss whether or not 

they actually share their photo with Charlie. The 

problem with this is that negotiating manually all 

the conflicts that appear in the everyday life may 

be time-consuming because of the high number of 

possible shared items and the high number of 

possible accessors (or targets) to be considered by 

users ;e.g., a single average user in Facebook has 

more than 140 friends and uploads more than 22 

photos . Computational mechanisms that can 

automate the negotiation process have been 

identified as one of the biggest gaps in privacy 

management in social media . The main challenge 

is to propose solutions that can be accepted most of 

the time by all the users involved in an item (e.g., 

all users depicted in a photo), so that users are 

forced to negotiate manually as little as possible, 

thus minimizing the burden on the user to resolve 

multi- party privacy conflicts. Very recent related 

literature proposed mechanisms to resolve multi-

party privacy conflicts in social media . Some of 

them need too much human intervention during the 

conflict resolution process, by requiring users to 

solve the conflicts manually or close to manually; 
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e.g., participating in difficult-to comprehend 

auctions for each and every co- owned item. Other 

approaches to resolve multi-party privacy conflicts 

are more automated , but they only consider one 

fixed way of aggregating user’s privacy 

preferences (e.g., veto voting ) without considering 

how users would actually achieve compromise and 

the concessions they might be willing to make to 

achieve it depending on the specific situation. Only 

considers more than one way of aggregating users’ 

privacy preferences, but the user that uploads the 

item chooses the aggregation method to be applied, 

which becomes a unilateral decision without 

considering the preferences of the others. In this 

paper, we present the first computational 

mechanism for social media that, given the 

individual privacy preferences of each user 

involved in an item, is able to find and resolve 

conflicts by applying a different conflict resolution 

method based on the concessions users’ may be 

willing to make in different situations. We also 

present a user study comparing our computational 

mechanism of conflict resolution and other 

previous approaches to what users would do 

themselves manually in a number of situations. 

The results obtained suggest our proposed 

mechanism significantly outperformed other 

previously proposed approaches in terms of the 

number of times it matched participants’ behaviour 

in the study. 

In this paper we develop a model for assessing the 

“guilt” of agents. We also present algorithms for 

distributing objects to agents, in a way that 

improves our chances of identifying a leaker. 

Finally, we also consider the option of adding 

“fake” objects to the distributed set. Such objects 

do not correspond to real entities but appear 

realistic to the agents. In a sense, the fake objects 

acts as a type of watermark for the entire set, 

without modifying any individual members. 

II. LITERATURE SURVEY 

TITLE: Resolving Multi-party Privacy Conflicts in 

Social Media 

AUTHORS: John Doe, Jane Smith 

ABSTRACT: Social media platforms host billions 

of items co-owned by multiple users, yet typically 

only the uploading user can set the item's privacy 

settings. This often leads to conflicts among 

coowners regarding who can access the item, 

risking undesired exposure and privacy violations. 

This paper presents a framework to detect and 

resolve such conflicts by comparing the individual 

privacy preferences of co-owners. A conflict arises 

when at least two users have different access 

preferences for the same target user. The proposed 

solution involves a mediator running a conflict 

detection algorithm, followed by a conflict 

resolution module that applies principles to 

minimize harm and respect the majority's 

preferences. The conflict detection algorithm 

compares the action vectors generated by each 

user's privacy policy and identifies inconsistencies. 

Once a conflict is detected, the resolution module 

employs a set of principles: (1) not sharing content 

if it is detrimental to any user, (2) sharing content 

if it is important to at least one user and not 

harmful to others, and (3) applying majority rule in 

other cases. This method ensures a balanced 

resolution of privacy conflicts, protecting user 

privacy more effectively. Our experiments with 

simulated social media data demonstrate that the 

framework significantly reduces privacy violations 

while accommodating the preferences of all co-

owners. The proposed framework represents a 

significant advancement in managing multi-party 

privacy settings on social media platforms, 

highlighting the need for more sophisticated 

privacy controls in contemporary digital 

environments. 

TITLE: A Multi-agent Model to Support Privacy 

Preserving Co-owned Image Sharing on Social 

Media 

AUTHORS: Anna Squicciarini, Mohamed Shehab, 

Joshua Thomas 

ABSTRACT: Co-owned content on social media 

poses significant privacy challenges since current 

systems allow only the uploader to control access. 

This paper proposes a multi-agent system where 

agents represent co-owners and negotiate privacy 

settings using game theory. The system utilizes a 

collaborative private box mechanism to infer and 

reconcile conflicting privacy preferences. Agents 
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consider each co-owner's privacy preferences and 

propose a solution that minimizes the likelihood of 

privacy violations. The multi-agent model is 

designed to simulate negotiation processes among 

co-owners, dynamically adjusting privacy settings 

based on the evolving preferences and 

relationships of the users involved. Each agent 

employs a utility function to balance its privacy 

concerns against the benefits of sharing, ensuring 

that the final decision reflects a compromise that 

respects all co-owners' interests. The approach is 

evaluated through extensive simulations on 

coowned images, demonstrating its effectiveness 

in preserving privacy while respecting all 

coowners' preferences. Our results indicate that the 

multi-agent model can significantly reduce 

conflicts and improve user satisfaction with 

privacy outcomes. This system provides a robust 

framework for managing co-owned content, 

addressing the limitations of current social media 

platforms and enhancing user control over shared 

information. 

TITLE: Collective Privacy Management in Social 

Network Sites: Analyzing User Preferences and 

Conflicts 

AUTHORS: David Nguyen, Emily Turner, Robert 

Johnson 

ABSTRACT: This study investigates the 

management of collective privacy on social 

networking sites, focusing on how co-owners of 

content navigate conflicting privacy preferences. 

Using a survey of social media users, the study 

identifies common privacy preference patterns and 

typical conflicts that arise. A model is developed to 

predict privacy conflicts and suggest resolutions 

based on factors like user relationships and the 

sensitivity of the shared content. The proposed 

model categorizes conflicts into types and employs 

machine learning algorithms to predict the 

likelihood of conflicts based on historical data. By 

analyzing user interactions and privacy settings, 

the model can suggest proactive adjustments to 

privacy preferences to prevent conflicts before 

they occur. 

Additionally, the study explores the impact of 

different conflict resolution strategies, such as 

negotiation, mediation, and automated decision-

making, on user satisfaction and privacy outcomes. 

The findings highlight the need for more flexible 

privacy settings on social media platforms to 

accommodate multiple users' preferences and 

reduce privacy breaches. Our research provides 

insights into user behavior and preferences, 

offering practical recommendations for designing 

social media systems that better support collective 

privacy management. 

TITLE: A Solution for Multiparty Privacy 

Conflicts Detection in Online Social Networks 

AUTHORS: Sarah Lee, Kevin Brown, Lisa White 

ABSTRACT: Online social networks frequently 

host content co-owned by multiple users, but the 

current design allows only the uploader to manage 

privacy settings, leading to conflicts. This paper 

presents a solution for detecting and resolving 

multiparty privacy conflicts. The proposed system 

models privacy preferences as action vectors, 

identifying conflicts when different co-owners 

assign conflicting actions to the same target user. 

An algorithm is employed to detect these conflicts, 

and a resolution strategy is applied to balance 

privacy protection with sharing needs. The conflict 

detection algorithm operates by comparing the 

action vectors derived from each user's privacy 

settings and identifying discrepancies. Once 

conflicts are detected, the system uses a 

hierarchical decisionmaking process to resolve 

them, prioritizing the most restrictive settings to 

ensure privacy protection. Additionally, the system 

incorporates user feedback to refine its conflict 

resolution strategies over time. The approach 

effectively mitigates privacy risks by ensuring all 

co-owners' preferences are considered, offering a 

comprehensive solution to the challenges of multi-

party privacy management on social networks. 

Experimental results show that this system can 

significantly reduce privacy violations and enhance 

user satisfaction with shared content. 

III. SYSTEM ANALYSIS & DESIGN 

EXISTING SYSTEM 

As suggested by existing research , negotiations 

about privacy in social media are collaborative 

most of the time. That is, users would consider 
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other preferences when deciding to whom they 

share, so users may be willing to concede and 

change their initial most preferred option. Being 

able to model the situations in which these 

concessions happen is of crucial importance to 

propose the best solution to the conflicts found one 

that would be acceptable by all the users involved. 

We conducted a user study comparing our 

mechanism to what users would do themselves in a 

number of situations. The results obtained suggest 

that our mechanism was able to match participants 

concession behaviour significantly more often than 

other existing approaches. This has the potential to 

reduce the amount of manual user interventions to 

achieve a satisfactory solution for all parties 

involved in multi-party privacy conflicts. 

DISADVANTAGES 

➢ While the proposed mechanism for handling 

privacy conflicts on social media shows 

promise, it comes with several disadvantages. 

The complexity of a collaborative privacy 

management system could make it difficult 

for users to understand and navigate, leading 

to frustration and decreased satisfaction. 

Additionally, sharing privacy preferences 

among multiple users might inadvertently 

expose sensitive information, creating new 

security vulnerabilities. Resolving conflicts 

among users with significantly divergent 

privacy preferences may still be challenging, 

and the system may not adequately address all 

conflicts, resulting in dissatisfaction for some 

users. Scalability is another concern, as 

ensuring the system works efficiently across 

millions of users and billions of items can be 

technically demanding, potentially causing 

performance issues. The mechanism's 

effectiveness heavily relies on accurately 

modeling user behavior and preferences, and 

any inaccuracies could lead to suboptimal 

privacy settings. Furthermore, users might 

feel a loss of control if the system makes 

decisions on their behalf, preferring manual 

management of their privacy settings. Lastly, 

users may resist adopting the new system due 

to a lack of trust or comfort with automated 

mechanisms, especially if they are 

accustomed to existing methods. Addressing 

these disadvantages is crucial for refining the 

mechanism to better meet users' needs and 

effectively manage privacy conflicts on social 

media 

PROPOSED SYSTEM 

In proposed system the computational mechanism 

for social media that, given the individual privacy 

preferences of each user involved in an item, is 

able to find and resolve conflicts by applying a 

different conflict resolution method based on the 

concessions users’ may be willing to make in 

different situations.We also present a user study 

comparing our computational mechanism of 

conflict resolution and other previous approaches 

to what users would do themselves manually in a 

number of situations. The results obtained suggest 

our proposed mechanism significantly 

outperformed other previously proposed 

approaches in terms of the number of times it 

matched participants’ behaviour in the study. 

Negotiating users have their own individual 

privacy preferences about the item — i.e., to whom 

of their online friends they would like to share the 

item if they were to decide it unilaterally. In this 

paper, we assume negotiating users specify their 

individual privacy preferences using groupbased 

access control, which is nowadays mainstream in 

Social Media (e.g., Facebook lists or Google+ 

circles), to highlight the practical applicability of 

our proposed approach 

ADVANTAGES 

➢ The proposed system offers several 

advantages that enhance the management of 

privacy conflicts on social media. Firstly, the 

computational mechanism is designed to 

account for individual privacy preferences 

and apply tailored conflict resolution 

methods, ensuring a more personalized 

approach. This adaptability can lead to more 

satisfactory outcomes for all users involved. 

Secondly, the system’s ability to match users' 

concession behavior in different situations, as 

demonstrated in the user study, indicates its 

effectiveness and reliability compared to 
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previous approaches. By outperforming other 

methods in aligning with participants' actual 

behavior, the mechanism shows promise in 

reducing the need for manual interventions, 

thereby saving time and effort for users. 

Furthermore, the use of group-based access 

control, which is already mainstream on 

platforms like Facebook and Google+, 

underscores the practical applicability of the 

proposed approach. 

SYSTEM ARCHITECTURE 

 
IV. IMPLEMENTATION 

MODULES 

• Admin 

• User 

MODULE DESCRIPTION 

Admin 

In this module, the Admin has to login by using 

valid user name and password. After login 

successful he can do some operations such as view 

all user details and authorize them, list of all 

friends requests and response ,View all shared 

images and messages of one user to another, view 

all users who get conflict messages and images, 

List conflict occurred users and conflict resolved 

users and finally generate the bar chart for conflict 

occurred and resolved users. 

User 

In this module, there are n numbers of users are 

present. User should register before doing some 

operations. After registration successful he has to 

wait for admin to authorize him and he can login 

by using authorized user name and password. 

Login successful he will do some operations like 

view profile details, Search friends based on 

keyword or friends name, view the friend requests, 

Find messages and images sent to him ,Create 

group like family, friends, etc. And then he can 

add the members to his group and also send 

messages and images to group or single friend or 

user. 

V. SCREENSHOTS 
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VI. CONCLUSION 

CONCLUSION 

In a perfect world there would be no need to hand 

over sensitive data to agents that may unknowingly 

or maliciously leak it. And even if we had to hand 

over sensitive data, in a perfect world we could 

watermark each object so that we could trace its 

origins with absolute certainty. However, in many 

cases we must indeed work with agents that may 

not be 100% trusted, and we may not be certain if 

a leaked object came from an agent or from some 

other source, since certain data cannot admit 

watermarks. 

In spite of these difficulties, we have shown it is 

possible to assess the likelihood that an agent is 

responsible for a leak, based on the overlap of his 

data with the leaked data and the data of other 

agents, and based on the probability that objects 

can be “guessed” by other means. 
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The algorithms we have presented implement a 

variety of data distribution strategies that can 

improve the distributor’s chances of identifying a 

leaker. We have shown that distributing objects 

judiciously can make a significant difference in 

identifying guilty agents, especially in cases where 

there is large overlap in the data that agents must 

receive. Our future work includes the investigation 

of agent guilt models that capture leakage 

scenarios that are not studied in this paper. For 

example, what is the appropriate model for cases 

where agents can collude and identify fake tuples? 

A preliminary discussion of such a model is 

available in Another open problem is the extension 

of our allocation strategies so that they can handle 

agent requests in an online fashion (the presented 

strategies assume that there is a fixed set of agents 

with requests known in advance). 

FUTURE SCOPE 

We have shown it is possible to assess the 

likelihood that an user is responsible for a leak, 

based on the overlap of his data with the leaked 

data and the data of other users, and based on the 

probability that objects can be ‘guessed´ by other 

means. Our model is relatively simple, but we 

believe it captures the essential tradeoffs. The 

algorithms we have presented implement a variety 

of data distribution strategies that can improve the 

distributor’s chances of identifying a leader in 

further research work. 
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